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Analytical Best Practices
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Understanding and Modeling  
Product and Process Variation 
Variation understanding and modeling is a  
core component of modern drug development.

Understanding and accounting for prod-
uct and process variation is one of the 
most fundamental aspects of prod-

uct development. It is a mandatory activity 
required by regulatory agencies and a key con-
sideration when developing new drug products 
and substances. Variation types and sources 
must be understood and accounted for when 
developing new products and processes (1). The 
goal of product and process development is to 
account for 100% of the variation in any prod-
uct or process.  In general, variation should be 
quantified and accounted for in three groups: 
the variation in each Y response, the variation 
transmitted by the transfer function of each X 
factor on every Y response, and the transmitted 
variation of each X factor at defined set points. 
Failure to understand and control sources and 
types of variation results in high out-of-specifi-
cation events and agency concerns. 

Sources of variation
Sources of variation include:
• 	Materials and excipients
• 	Equipment
•	 Process methods and/or sequence
•	 Process set points and allowable ranges
•	 Environmental conditions
•	 Measurement methods, calibration, stan-

dards, and probes
•	 Analysts and operators
•	 Software/control systems

Types of variation
Types of variation include:
•	 Within/between batch variation
•	 Within/between fill variation

•	  Positional or location variation
•  �	Instant-in-time and period-of-

time variation
FDA’s Guidance for Indust r y 

Process Validat ion: General Pr inciples and 
Practices states (2), “A successful validation 
program depends upon information and 
knowledge from product and process devel-
opment. This knowledge and understanding 
is the basis for establishing an approach to 
control of the manufacturing process that 
results in products with the desired quality 
attributes. Manufacturers should:
•	 Understand the sources of variation
•	 Detect the presence and degree of variation
•	 Understand the impact of variation on the 

process and ultimately on product attributes
•	 Control the variation in a manner commen-

surate with the risk it represents to the pro-
cess and product
Each manufacturer should judge whether 

it has gained sufficient understanding to 
provide a high degree of assurance in its 
manufacturing process to justify commercial 
distribution of the product. Focusing exclu-
sively on qualification efforts without also 
understanding the manufacturing process 
and associated variations may not lead to 
adequate assurance of quality.”

Visualization of Variation
If the variation is positional such as con-
centration on a plate or shelf position in an 
oven, a visual representation typically is 
best. All variation should be examined both 
visually and analytically (quantitatively). 
The primary limitation of variation visual-
ization is not quantitative and needs to be 
augmented with other quantitative measures 
to achieve a complete understanding. Figure 
1 is a 96-well plate example with a controlled 
reference that is used to examine coating 
consistency. Contour plots, 3D surface plots, 
and bubble plots are common graphical rep-
resentations.
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Univariate
Single parameters, either factors 
or responses, should be visual-
ized and quantitated using control 
charts for time-series data and his-
tograms for continuous variables. 
Distribution curve fitting should 
be used to better represent the 
population. Core statistics such as 
the mean, standard deviation, and 
coefficient of variation should be 
computed for the sample data, and 
confidence intervals (CI) should 
be computed for both the mean 
and the standard deviation. To 
ensure the statistics are represen-
tative of the population, a valid 
sampling method and sufficient 
sample size must be used prior to 
generating the statistics and CIs. 
A histogram alone is incomplete 
and only communicates one-half 
of the information; the control 
chart communicates the balance 
(see Figure 2).

ANOVA
Both one-way analysis of variance 
(ANOVA) (3) and bivariate regres-
sion analysis provide a more com-
plete analysis of the influence of a 
single factor on a single response. 
ANOVA breaks down the variation 
into within-group and between-
group variation based on sums 
of squares (SS) (see Figure 3). 
Sum of squares divided by total 
degrees of freedom (n-1) is the 
variance for each group. RSquared 
is the proportion of variation 
explained by the X factor. Root 
mean squared error (RMSE) is the 
variation unaccounted for by the 
ANOVA model. ANOVA model is 
often used for determination of 
intermediate precision and within 
and between batch variation, as 
follows:

Stdev=Sqrt (variance within 
group + variance between group)

When product and processes are  
multiple factor, one-way ANOVA 
and bivariate analysis are inap-
propriate and falsely indicate the 
variation.

Bivariate 
Bivariate regression analysis is sim-
ilar to the ANOVA (3); however, 
as the X factor is continuous it 
adds one more dimension to the 
analysis (see Figure 4). RSquare is 
the amount of variation explained 
by the linear model, RMSE is the 
residual error. To fully understand 
the transmitted variation, simu-
lation can now enter in with all 
the three components of variation: 
RMSE, model, and the variation in 
X. The bivariate fit can be used to 
estimate the mean at any setting 
of X; the simulation can be used 
to estimate individual units at any 
setting of X. From a drug devel-
opment perspective, the latter is 
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Figure 1: Contour plots, 3D surface plots, and bubble plots.

Figure 2: Control chart and distribution analysis.
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Rsquare 0.69634
Adj Rsquare 0.635608
Root Mean Square Error 1.200388
Mean of Response 99.33085
Observations (or Sum Wgts) 25

  Sum of
Source DF Squares Mean Square F Ratio Prob > F

Analyst 04 66.085695 16.5214 11.4658 <.0001*
Error 20 28.818609 01.4409
C. Total 24 94.904304

 Source SS Total DF Variance Stdev % of Variation
 Analyst 66.086 24 2.754 1.659 069.63%

 Error 28.820 24 1.201 1.096 030.37%

 C. Total 94.904 24 3.954 1.989 100.00%

Figure 3: ANOVA and variation breakdown.

Figure 4: Bivariate variation modeling.
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much more important as one does 
not release the mean performance, 
one releases the unit and or batch.

Components of Variation
Var iance components ana ly-
sis allows for a more complete 
breakdown of the variation and 

provides both a visual and ana-
lytical examination of the varia-
tion. There are several different 
methods for components of vari-
ation (COV) analysis and they 
have their limitations. COV is 
one of the most important ana-
lytical tools to parse and account 

for mult iple factor var iat ion. 
Generally, the partition of varia-
tion is the most complete and 
f lexible method of performing 
variance components analysis 
(see Figure 5) (4, 5).

Variation Modeling  

 Method Between Group Within Group Sample Size Factor Types Approach to  
   Variation (Mean) Variation (Stdev) per Group Allowed Population Statistics
 Expected mean Full Breakdown Does not Equal Categorial Predictive  
 Square  breakdown the sample size only
    within group per group
    variation

 Restricted Full Breakdown Does not Allows for Categorial Predictive
 maximum  breakdown the  unequal only
 likelihood  within group sample size
 (USP 1033,  variation per group
 Reference 4)

 Partition of Full Breakdown Full Breakdown Allows for Categorical and Descriptive
 Variation   unequal Continuous
 (POV, 2013,   sample size
 Reference 5)   per group

S2
 Process + S2

 Materials + S2
 Measurement Method + S2

 Stability

125

112.4315
[111.9929,
112.8701]

120
115
110
105
100
95
90
10

8

6

4

2

10

8

6

4

2

1 2 3 4 5 0 50 10
0

15
0

20
0

R
ea

g
en

t 
1

R
ea

g
en

t 
2

R
ea

g
en

t 
3

A
n

al
ys

t 
1

A
n

al
ys

t 
2

Prediction Profiler

M
ea

n
(P

o
te

n
cy

(%
))

8.10877
[7.22291,
8.994631]St

d
 D

ev
(P

o
te

n
cy

(%
))

7.303366
[6.435401,
8.17133]

Reagent 1
Reagent

Analyst 1
Analyst

3
Number of
Dilutions

180
Time (sec)

C
V

(P
o

te
n

cy
(%

))
Figure 5: Components of variation analysis methods. 

Figure 6: Profiler with mean, Std Dev, and CV.
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in Designed Experiments
Factors may influence both the 
mean and the standard deviation. 
Factor selection prior to experi-
mentation needs to be risk based 
(6). If repeated measures or repli-
cates are used in the study design, 
the mean, standard deviation and 
coefficient of variation (CV) can be 
modeled to determine how factors 
can be adjusted to hit the target at 
the lowest transmitted variation. 
Summary tables are generated from 
the replicated measures and the 
mean, standard deviation, and CV 
are typically used for process mod-
eling. A model is then fit to the sta-
tistics rather than to the individual 
values.  

During analysis, care needs to 
be exercised to properly account 
for the sample size/sample fre-
quency in the model. Once the 
sample size is accounted for cor-
rectly in the model definition the 
statistical tests and confidence 
intervals will also be correctly 
reflected in the analysis. Design 
space may be generated for both 
the mean response as well as the 
standard deviation (see Figure 6).

Transmitted Variation in 
Setting Ranges and Limits
Understanding how variation in 
X transmits onto Y is essential 
in drug development. Generally 
when setting normal operating 
ranges (NORs) for all X param-
eters, they are explored at 3K 
sigma or 99.75% of the nor-
mal range. If they are deemed 
safe and low risk, wider proven 
acceptable ranges (PARs) a re 
used to determine how far the X 
parameter can be opened up and 
still assure the product/substance 
will meet all acceptance criteria. 
Often 4, 5, or even 6 K sigma 
limits are used to determine their 
influence in the design space and 
potential failure rates. Defect and 
failure rates in parts per million 
and capacilitiy indices such as 
Cpk are also measures of capabil-

ity that are used in evaluation of 
PAR ranges. Desirability, func-
tions can also be used to deter-
mine safe operating ranges rather 
than K sigma if using profilers.

Controlling  
and Reducing Variation
There are two primary methods 
for controlling product, process, 
and material variation: test and 
release and measurement and 
adjust within an approved design 
space following a documented 
control procedure. Feed forward 
and feedback control loops are 
excellent ways of maintaining 
critical quality attributes (CQAs) 
at their intended target.  Control 
loops can either be in-process or 
between-batch runs depending 
on how they were developed and 
submitted to the agencies. 

Controls should be equality 
considered for all three sources 
of variation: process, analytical 
methods, and materials. It will 
not be possible to adjust a process 
when the analytical method is 
not stable and in control. Proper 
sampling plans with appropriate 
sampling methods and sample 
sizes are used to control the prod-
uct and process.

Conclusion
Var iat ion understanding and 
modeling is a core component of 
modern drug development. It is a 
required element of Stage I vali-
dation and increases product and 
process knowledge and reduces 
risk. The goal is to understand 
100% of the drivers influencing 
product variation, acceptance cri-
teria, and CQAs. Once the under-
standing of how factors influence 
the product variation is com-
pleted, a clear strategy on how 
to control the types and sources 
of variation is essential to gain-
ing the benefits from variation 
understanding. Control plans 
with appropriate adjustment and 
acceptance testing protocols will 

deliver the benefits of improved 
understanding of the variation in 
key analytical methods, materi-
als, product attributes, and pro-
cess parameters. 
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